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There are many practical tasks that require object recognition in images. Various
approaches are used to solve this task, typically involving neural networks [1]. These
networks have been pre-trained on a specific set of reference images, with
corresponding objects assigned to specific classes.

In this work, an analysis of 4 online tools providing functionality for object
recognition in images has been conducted. The tools are as follows: Amazon
Rekognition, Google Cloud Vision, Microsoft Azure Al Vision Studio, and Imagga.
To investigate and assess their performance, the graphical interface of each tool’s
website was used. It is worth adding that these services allow users to interact with
them both through their graphical interfaces and via API.

To analyze the quality of object recognition, 8 images were selected. These
images cover a wide range of classes and exhibit diversity. The types of images can
be described by the following list: street photo, interior, exterior, still life, animals,
and sports (Figure 1).
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Figure 1. The testing images

The recognition results of the «still life» image type for each tool are shown in
Figure 2.
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To calculate the metric for evaluating recognition quality, we will apply the
following approach [2]. For each tool and each image, we will limit the size of
identified objects to the top 20 in descending order of the system’s confidence in the
accuracy of the prediction. Confidence is represented as a percentage value from 0
to 100. We will analyze the recognition quality as follows: for a correct prediction
we add the confidence value. And for an incorrect prediction we subtract it. The
resulting sum is divided by the number of recognized objects. The final assessment
will be the sum of the tool’s results across all images divided by the number of images:

P

MeanQuality = %Zs L gk L-j-sign(Pij), (@D

where L; denotes the number of recognized objects for the i-th image;
P;; denotes the confidence value of the tool for the j-th object of the i-th image;

si gn(Pi j) Is a function that takes a value of 1 in the case of correct recognition
and —1 in the case of wrong recognition.
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Figure 2. Recognition results by online tools

The calculated metric is presented in Table 1. The higher the metric value, the
higher the tool’s rating.

Amazon and Azure are considered the best. Still life turned out to be the most
challenging for all, except Imagga (we don’t see any meaningful drop). However,
Imagga makes significant errors for images like Street photo 1 and Animals, which
are easy for other tools. This may indicate that Imagga has been trained using different
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methods and/or datasets. Such characteristics of Imagga show that it could be considered
as a candidate for inclusion in ensemble models. However, this hypothesis needs
further verification.

Table 1 — Results of the recognition quality analysis

Image Amazon | Google | Azure | Imagga
Street photo 1 88,46 43,65 | 67,78 | 8,40
Street photo 2 33,43 72,35 | 63,02 | 19,35

Interior 1 55,46 9,8 66,45 | 28,04
Interior 2 67,29 8,7 85,56 | 31,83
Exterior 54,27 64,25 | 49,33 | 23,54
Sports 34,61 52,05 | 76,46 | 22,94
Animals 55,28 449 | 70,03 | 12,70
Still life 18,86 -5,6 27,80 | 26,54

Mean Quality | 50,96 36,26 | 63,30 | 21,67

In addition, let us visualize the correctness of the detection for each tool based
on all images. By x-axis we show the sum of confidence value for correct detections,
by y-axis — the sum of confidence value for false detections. Each point on the chart
represents the result for one image (Figure 3).
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Figure 3. Visualization of the detection correctness for all tools

As we can see, all tools except Google have pretty tight scattering. This indicates
that the quality of the detection does not vary significantly from one image to another.
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In contrast Google scattering is linear which means that the quality of the detection
depends on the image and is not as stable as observed with other tools. Azure
scattering is located in the lower right corner which represents its highest ranking
in current analysis.

References
1. Krizhevsky, A., Sutskever, 1., Hinton, G. E. (2017). Imagenet classification with
deep convolutional neural networks. Communications of the ACM, 60(6), 84-90.
2. Rachev, S. T., Stoyanov, S., Fabozzi, F. J. (2008). Advanced stochastic models,
risk assessment, and portfolio optimization: The ideal risk, uncertainty, and performance
measures. Optimization (p. 382).

YK 681.3.06

bobowrxo B. B., 3000y6au 2 kypcy cneyianonocmi 122 Komn tomepHi nayxu,

LImosba C. J[., 0-p mexn. Hayk, npoghecop, npoghecop xagheopu inghopmayitirux
MexHoN02IU

METPUKA CXOXOCTI HABYAJIBHUX JUCIIUIIJITH
3A IX BHECKOM Y KOMIIETEHTHOCTI

Jloneyvkuti Hayionanvuut ynieepcumem imeni Bacunsa Cmyca, m. Binnuys

[Ticna npuitasrts B 2015 p. HoBoro 3akoHy «IIpo BuUILy OCBITY» OCBITHS J1SUTb-
HICTh B YHIBEPCUTETAX Ta B IHIIIKX 3aKJIaJIaX BUIIOT OCBITH po3moyana (popmMyBaTHCS
HABKOJIO OCBITHIX miporpam. OCBITHS mporpaMa — 1€ IOKYMEHT, 1110 BU3HAYa€ 3MiC-
TOBHUU Ta MPOLETYPHUM CKJIATHUKH HABYAHHS CTYJICHTIB Ta 1HIIUX 37100yBadiB
BUILOT OCBITH. OCBITHI NPOrpaMu Po3pOOIIOIOTh 32 KOMIETEHTICHUM MIIX0J0M 3
ypaxyBaHHSIM BUMOT OCBITHIX CTaHAApPTIB 3a creliayibHICTI0. OCBITHI CTaHJAPTH €
JIOBOJI1 3araJiIbHUMU — BOHU MICTATh NEPETiK 000B’A3KOBUX KOMIIETEHTHOCTEH Ta
MpOTpaMHMX PE3yJIbTaTiB HaB4YaHHS. HaTOMICTh OCBITHI MPOTrpaMu, OKPIM KOMIIE-
TEHTHOCTEW Ta MPOrPaMHUX PE3yJIbTAaTIB HABUYAHHS, MICTSTH 1 MEPEJIiK OCBITHIX JUC-
ITUTUTIH, 00CAT KPEAUTIB Ta MATPHIll BIUIMBY OCBITHIX KOMIIOHEHTIB Ha MIPOTPaMHI
pe3ynbTaTH HABYAHHS ¥ HA KOMIIETEHTHOCTI.

MeTtoro IOoCTiKEHHS € po3po0Ka METPUKH JIJIsl OI[IHIOBAHHS CXOXOCTI1 JBOX
JVCLMILTIH 3 OCBITHIX MPOTrpam 3 OJHIET 1 Ti€T 3K creriaabHOCTI. MeTpuKa nMpuHIIU-
MOBO BIIPI3HAETHCA BIA TPAIUIIIMHOTO Cy0’ €KTUBHOTO MOPIBHSIHHSA 3MICTY TUCIHUILTIH
OCBITHIMU eKcriepTaMu. MeTprKa He BpaXxOBY€ 3MICTOBHE HAITOBHEHHS JUCIUILIIH,
a pOo3paxoBy€ CXOXKICTh HA OCHOBI BHECKY AUCLHUILIIHU Y (OpMyBaHHS KOMIIETEHT-
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